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ABSTRACT. Both environmental and urban systems are complex systems. Over the past years, GIS have
been widely used for modelling environmental and urban systems from a variety of perspectives such as

digital terrain representation and overlay analysis using cell-based GIS. Similarly, simulation of urban and

environmental dynamics has been achieved with the use of CA-based GIS. In contrast to these approaches,

agent-based approach provides a much more powerful set of tools. This allows researchers to set up a
counterpart for real environmental and urban systems in computers for experimentation. The concept of self-

organisation and the related potential for simulating behaviour in space and time can be contrasted with GIS
or new TGIS approaches in which the real world is observed, modelled and represented from a static observer
point of view. In this paper, | first outline the agent-based approach as developed in its outset from
Distributed Artificial Intelligence (DAI). To illustrate the potential of the agent-based approach in the context

of urban and environmental modelling, | provide a set of example scenarios where reactive agents have been
used within cellular spaces. To date, only reactive techniques have been employed in cellular spaces;

therefore | suggest in the conclusion the use of deliberate or cognitive agentsin these models.
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1. INTRODUCTION

Both environmentad and urban systems are complex systems. Geographic Information Sysems
(GIS) provide a technicd platform to ded with such complexity in terms of the moddling and
visudisation of the phenomena under study. Digita terrain representation, overlay and distance
mapping techniques have been widely used in modelling urban and environmental systems over
the past years (Goodchild et al. 1996, Burrough 1998). The pursuit of a better understanding of
the more dynamic spatial and tempora aspects of urban and environmental systems has also been
tackled to some extent by Tempord GIS (TGIS) (eg. Langran G. 1992, Clifford and Tuzhilin
1995, Egenhofer and Golledge 1998).

Cdlular Automata (CA) provides useful methods and tools for the study of regiond and urban
systems evolution. Because of its conceptuad resemblance to cell-based GIS, CA has been
extendvely sudied as a potentid useful tool for moddling and visudisng dynamic phenomena
(White 1998). The CA approach congders urban and environmenta systems as sdlf-organised
processes within which coherent globa patterns may be emerged as a result of loca interaction.
Thus the concept of sdf-organisation and the related potentid for smulating behaviour in space
and time can be contrasted with GIS or new TGIS agpproaches in which the red world is
observed, modelled and represented from a static observer point of view.



Initidly developed from Didributed Artificid Inteligence (DAI), agent-based gpproach has
emerged as a vauable tool in the exploration of space-time dynamics. The idea underlying agent-
based gpproach is that programs exhibit behaviours described entirdly in ther internd
mechaniams. By linking an individud to a program, it is possble to smulate an atificd world
inhabited by interacted processes. Thusiit is possble to implement smulation by trangposing the
population of a red system to its atificid counterpart. Each member of the population is
represented as an agent who has built-in behaviours. This gpproach is likely to be of particular
interest in modelling space-time dynamics within environmenta and urban sysems since it dlows
researchers to study the relaionships between micro-level individud actions and the emergent
meacro-level phenomena.

The agent-based approach shows great potentiad for modeling environmental and urban systems
within GIS. Previous work in this area has been focused on modelling people-environment
interaction (Deadman and Gimblett 1994), virtud ecosystems (Gimblett 1994), and the
integration of agent-based approach into GIS (Box 1999). In addition, Rodrigues and Raper
(1996) have employed spatid agents to highlight their presence in geographic information
processing. They have defined spatia agents as those that make spatial concepts computable for
the purpose of spatiad smulation, spatid decison making, and congruction of interface agents for
GIS.

The purpose of this paper is to explore the possibilities of the agent-based gpproach through
some practica examples from urban and environmenta systlems. The remainder of this paper is
organised as follows. Section 2 introduces the autonomous agent concept and the fundamentals of
Muli-agent Smulations. Section 3 presents an experiment to investigate how human movement is
affected by urban gtructure within an artificial space. Section 4 explains how the agent-based
goproach is used to solve problems which otherwise require intensve computationa effort. Two
find examples (watershed and wild fire) are provided in section 5 to illudtrate spatid diffuson
within environmental systlems. Section 6 draws the conclusions.

2. AGENT-BASED APPROACH
2.1 Agent

What is an agent or autonomous agent? It has been a very controversid topic these days. Based
on acomprehengve survey of the existing definitions, Franklin and Graesser (1997, pp. 25) have
provided a forma description of the autonomous agent. That is “a system Stuated within and a
part of an environment that senses that environment and acts on it, over time, in pursuit of its own
agenda and S0 as to effect what it senses in the future’. Thus an autonomous agent could be
humans, animds, autonomous mabile robots, artificid life creatures, and software agents.

A few didinctive characterisics are of mgor importance for an agent. Firdly, agents are
environment dependent: once an agent leaves the environment to which it is adapted, it may no
longer be consdered as an agent. We know that certain animd species live in specific naturd
environments, any change in the environment they inhabit will dramaticadly influence their cgpacity
for adaptation (which is limited). In other words, different agents belong to different environments.
Red world agents live in the red world; software agents “live’ in computer operating systems,



databases, or networks, artificid life agents “live’ in artificid environments such as a computer
screen or its memory (Franklin and Graesser 1997); spatial agents live in geographic space.
Generdly, two kinds of environments have been identified for different modeling Stuations.
Didributed environment is a CA-like space, which consgts of a st of cells, while centralised
environment has a unique structure (Ferber 1999).

Secondly, sense and acts are two important properties of an agent, which determine how they
behave indde their environment. Agents can be classfied as reactive agents and cognitive (or
ddiberative) agents. They stand respectively at the low and high ends of being agents depending
on the range and sengtivity of their sense and the range and effectiveness of ther actions. In
response to what is sensed, agents undertake actions autonomoudy. The differences between
reective agents and cognitive agents can be further characterised through the following illustration.
When humans navigate in a complex urban system, they may be consdered to belong to the high
end of being agent in that they not only interact each other as reactive agents but they are dso
capable of memorisng what they have sensed. Moreover, they may aso undertake globa
planning tasks by usng relevant sources of information like maps and ther own previous
experience. Agents act on their own agenda, and no leaders, dictator or co-ordinators may be
identified within an agent system.

Table 1: Properties of agents (After Franklin and Graesser 1997)

Property M eaning

Reactive Responds in a timely fashion to changes in the
environment

Autonomous Exercises control over its own actions

goal-oriented/ Does not simply act in response to the environment

pro-active/

purposeful

Temporally is acontinuously running process

Continuous

Communicative/ | Communicates with other agents, perhaps including

socially able people

learning/ Changes its behaviour based on its previous

adaptive experience

Mobile able to transport itself from one machine to another

Flexible actions are not scripted

Character believable “personality” and emotional state

In the above definition, an agent is consdered to be a sysem. In order to describe an
autonomous agent, it is essentid to describe its environment, its senang capabilities and its
actions. On the other hand, an agent can aso be treated as a part of an environment with avariety
of properties (Table 1). The range of properties within a particular environment represents the
low- to high-end sequence of intdligibility attributed to the autonomous agents at play. Therefore
agents are objects equipped with spatid communication mechanisms that dlow them to interact
with each other.

There is a specid kind of agent caled “red life agent” who ams a smulating its red world
counterpart by means of animated visudisation. SmCity — a computer game for children of all
ages—isavery good example in point. Agentsin SmCity can be various vehicles, pedestrians, or



other objects endowed with senses and able to act upon the city environment. Within this
program, red life agents are directly visible to the user. Such a property provides the scientists
with the possbility to congtruct an exploratory smulation of red life and to use the computer as a
laboratory where the informationa structure of complex systems can be explored out.

2.2 Multi-Agent Smulations

Multi-agent Smulaion (MAS) is an agent sysem with multiple agents. By utilisng multi-agent
amulation rather than multi-agent systems (Ferber 1999), it is intended to stress the SMCity-like
agent systems, which combine the capacities of visudisation and modelling together. Moreover,
MAS usudly may be customised to dlow researchers the posshbility of setting a range of
parameters for exploratory purposes.

Such dmulations can be summarised in the following set of dements agents, objects,
environments, and communications. These eements are described by the quadruplet:

< agents, objects, environments, communications >

where agents are the st of dl the smulated individuds, objects are the set of al represented
passive entities that do not react to stimuli (e.g. buildings, street furniture in urban environments);
environments are the topological space where agents and objects are located, move and act,
and where dgnds (sounds, smell, etc.) propagate; and communications are the set of dl
communication categories, such as voice, written materids, and Sgns. Behaviours are generated
through agent interaction or communication with other objects and their environment(s), and can
therefore be seen as properties of objects and/or environments, dthough they are usudly
considered to be the properties done. Thus MAS has a close link to the approaches of cdll- and
CA-based GIS (Figure 1).
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environment
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Figure 1. Notionsof MAS and those of cell-based GISand CA

Over recent years, much effort has been made to creste MAS platform on which scientists may
be able to undertake studies on complex systems. The SWARM project (Langton et al. 1995),
among others, is one of these ambitious undertakings. It is desgned to serve as a generic platform
for modelling and smulating complex space-time dynamics. It provides a set of classes for the
definition of agents properties and behaviours usng computer language objective C. Vaious
projects have been made on the SWARM system, eg. TRANSIMS (Smith et a. 1995).
However, SWARM is not an easy-use platform for non-computer scientists. Attempts have been
meade to provide a smple platform based on SWARM engine (Gulyés et a. 1999).



StarLogo is another MAS platform with the exploratory capability to facilitate experimentation for
the red-world complex systems (Resnick 1997). It has been developed from Logo, a
programming language for children (Papert 1980). The newly developed StarLogo has
dramaicaly expanded its ability to smulate complex systems. Vaious gpplications have been
developed, usng StarLogo, to smulate red-world phenomena such as bird flocks, traffic jams,
ant colonies, and market economies (for a set of extendible models see homepage on
http:/AMww.ccl tufts.edw/cm/modds/). StarLogo congists of three characters: turtles, patches, and
obsarver. Turtles are actudly autonomous agents living in a CA-like space whose each cdl is
caled patch; interaction can be occurred between turtles as well as between turtles and patches
through visud or chemica senses. Turtles exhibit behaviours such as speed up/down, movement
and directiona change in response to what they sense. It should be noted that observer is not a
leader or co-ordinator, it is just reponsble for creating agents within the virtud world. In other
words, global patterns created by agents are not due to the co-ordinated work of observer. The
architecture of the system can be pictured asin Figure 2.

O berver

Turtles
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=~
/g' Patches

Figure 2: The patch-turtle-observer model

Many space-time dynamics in environmenta and urban systems can be characterised as the
interaction at both gpace and time dimensions. Individuds (whether human or vehicular) within an
urban system interact with each other and their surrounding environment before making a decision
on movement. For example, a typica driving behaviour can be defined as, “a car speeds up if
there are no cars ahead; otherwise, it dows down or overtakes” It is this kind of smple
behaviour that leads to traffic congestion (Resnick 1997). With MAS, many space-time dynamics
can be moddlled.

3. PEDESTRIAN MOVEMENT IN URBAN SYSTEMS

The patterns of people’ s movement in urban systems represent one of the most important areas of
research within urban studies. Human movement has been of big concern to arange of disciplines
such as traffic engineering, urban design and planning. Spatia configuration is considered essentid
to the characterisation of such complex phenomena Moreover, it is commonly accepted that
gpatial configuration represents the basc drive for people’'s movement within urban sysems
(Hillier 1996). It is found that well-connected streets attract large numbers of people, and that
well-integrated streets tend to channd large movement of people.



From the ecologicd psychology (Gibson 1979) point of view, human behaviour in urban sysems
can be thought of as a simulus-reaction modd, i.e. what is percelved determines the way in which
we as human beings act. Thus the peopl€ s movement can in some sense be consdered to be a
sdf-organised phenomena arisng through the interaction between among people and their
environment. There are of course some other factors like culturd condraints, security factor, and
genders, which influence the above equation (Claramunt 1999).

In the following model, | intend to set up a counter part of pedestrian movement within an urban
sysem in order to explore the complex movement phenomena. The am is to investigate how
people's movement is affected by urban Structure. Here the structure is described by space
syntax (Hillier and Hanson 1984, Hillier 1996, Jang, Claramunt and Batty 1999), with integration
vaue describing the properties of urban structure. In the smulation system, the virtua pedestrians
have no sense of globa structure and they just explore the open space locdly and learn from what
they have explored. Smultaneoudy, pedestrian flows are observed in each street segment for
analysis purpose. The procedure can be described as follows:

Step 1: generate anumber of pedestrians from the centre of an urban system; define their moving
behaviour to avoid collisons.

Step 2: let Al pedestrians move around without encountering obstacle; measure flow ratesin each
dtreet segment.

Step 3: visudly check if dl pedestrians have distributed themselves dl around the urban system; if
they have (yes), output pedestrian rates for analysis, if they have not (no), go to step 2.

— il

@ (b)
Figure 3: A snapshot of pedestrian smulation and local integration

As an example, let us firgt use space syntax to analyse the structure of a smal urban system
shown in figure 3 (). The analyss result is shown in figure 3 (b), where structure parameter local
integration is represented by the darkness of lines, i.e. dark grey represents highest value and light
grey represents lowest value. The left Sde of the figure is dso a sngpshot of the smulation
process. The detailed scatter plot between local integration and pedestrian rates collected from
the amulation is shown in figure 4, where r-square tends to be 0.7 (Jang 1999).
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Figure4: Theregression plot between local integration and pedestrian rates

Now let’s change the smulation dightly and let only one pedestrian dive in the system to see how
shortest paths are emerged from loca interactions. In the same urban system, pedestrians can be
modelled to caculate the way from astarting point or origin caled (A) to a pre-set destination (B)
as show in Figure 5. As each pededrian reacts locdly to what is in the surrounding
neighbourhood, we can compute the crow-fly distance from the point reached in the path so far
to the ultimate destination and then move the agent towards this point in terms of the locd
geometry. This usudly poses many obstacles to moving in a straight line. At each stage the crow-
fly distance is recomputed, the agent adapting locdly. This process is a crude smulation of the
dynamic programming agorithm used to compute shortest paths first suggested by Bdlman and
Dijkgra A typicd pathisshown infigureb.

SimPed3

Figure5: A shortest path emerging from local interactions

As an exploratory platform, the program alows us to experiment on the behaviours of agents
repestedly. Surprisingly, most of times, the agent or pedestrian works out the routines, which may
differ dightly but represent — at least in principle — the shortest paths. For smulation purpose, we
st the dedtination as the only parameter and then let the agent explore the space by means of
locd interaction. It should be noted that the shortest path does not emerge every time. For
ingance, if we set starting point and degtination at opposite Sdes of a dreet block, it is highly
likely the agent will be stuck, and will not be able to work out a routine. This issue can be
resolved by incorporating some globa knowledge in the agent. One option would be to let the
agents interact continuoudy with patches and thus afford them vishility properties, as being
discussed in the following section, to guide their navigetion.



4.VISUAL FIELDSIN URBAN SYSTEMS

Viewshed has become a topic of greet importance in environment modelling. Viewshed andyss
usng Digitd Terran Modd (DTM) has long been one of sandard functions of GIS. However,
the notion of a visud fidd within urban systems has not received much atention from GIS
community. A visud fidd or isovid is defined as a visud area tha is whally visble across the
system from a defined vantage-point (Benedikt 1979). This concept is of utmost importance in
understanding how people perceive space, concalveit, and further react to the environment.

In the fields of robotics and computer vison, visud fidds have been of crucid importance for
robot navigation and path planning (Cameron and Probert 1994; Moutarlier and Chatila 1991).
For ingtance, before beginning a forward movement, a robot has to check whether movement is
safe. The same check is performed repeatedly during the movement to prevent collisons. In the
above example about pedestrian movement, | have used conflict avoidance procedure, but that
was & loca level, which means that our virtual pedestrians can only see one step away. But we
are able to improve the pededtrians vishility by caculaing visud fields.

Computation of visud fied isavery intensve task (Davis and Benedikt 1979), because it involves
computing the line of sght or possible occlusons between obstacles. Instead it appears that
agent-based gpproach provides a fascinating technique to achieve the task. The ideais to fill the
gpace with agents and get each agent to explore their environment as far as they can before they
come to an obgtacle that impedes ther path. They make this exploration in every direction or
rather in enough directions to cover the entire space, which is represented as a raster. In essence
the technique depends upon setting as many agents as there are in raster cdls in the open space
between obstacles - rooms, buildings etc. - and then exhaudtively computing al areas which they
can vigt from ther particular garting point. Later on we can explore the space dynamicaly with
what we have dready explored to show the visud fidds from each location. The dgorithm is
described as follows,

Step 1. fill dl open goace with agents
Step 2: dpha=0

Step 3: let dl agents move to this direction of dpha; and accumulate distance until hit the spatid
obstacle

Step 4: dpha = dpha+ increment

Step 5: check if dpha= 360
if it does (yes), stop; if it does not (no), go back to step 3.

As an example, figure 6 (@) shows part of an urban system where the blocks are supposed to be
spatia obstacles such as buildings. After the computation pre-process shown above, each space
location has got parameters which show how much one can see in every direction from the
ganding point of view. A series of visud fields may be seen on screen dynamicaly by postioning
the mouse in different places. A typica oneis shown in figure 6 (b).



Figure 6: Thevisual fields dynamically shown using the agent-based approach

The above mode has been gpplied to some red urban systems such as Wolverhampton town
centre and London Tate Gdlery (Batty and Jiang 2000). Together with the model, we have
constructed spatial properties like most visible space in the systems. This proves that the agent-
based gpproach is very efficient in what regards the computation of visud fields. However,
because of adaptation of celular space, gaps in visua fied digplay cannot be totaly avoided no
meatter how fine grid adapted.

Gibson's (1979) opticd flow is consdered to be of criticad importance in human spatia behaviour
related to the visuad perception of the environment. However, it is indeed difficult to visudise an
optic flow. Benedikt and Burham (1984) have investigated how Gibson's opticd flow can be
objectivdly smplified asisovigts, and it is found that isovists do affect human perception in urban
environments. Since isovigts can be consdered the equivdent of a globa sense, it is possble to
extend agent’s sense from loca to globa by means of interaction with environment. Moreover,
ance visud fidds are storied as a patch variable with which agents can interact, such combination
could lead to the crestion of more ddliberate or cognitive agents for the smulation of pedestrian
movement.

6. WATERSHED DYNAMICS AND WILD FIRE DIFFUSION IN
ENVIRONMENTAL SYSTEMS

There are many phenomena in environmental systems that can be characterised interaction
between agents and environment. Spatid diffuson such as air pollution, heat diffuson and water
floods can be consdered interactions between those objects such as pollutants, heat, and water
with ther respective environments. In the examples that follow, | will try to illugrate two such
interactions within environmenta systems.

The first example relates to watershed dynamics. We first need to create a random terrain
surface, smooth out it and colour it in order to create a redistic representation. We then generate
a group of water droplets and scatter them randomly over the surface. The key sep to this
goproach is to use greedy search, to find loca maximum (minimum) within a neighbourhood then
let water droplets head that direction. The procedure can be described as follows,

Step 1: creste arandom terrain surface and colour it

Step 2: generate anumber of water droplets and randomly locate them over the terrain surface



Step 3: use ‘greedy search’ to find the lowest evation and move to the loca minimum

Step 4: check if dl water droplets have been placed in the loca minimum
if they have (yes), sop; if they have not (no), go to step 3.

As an example, we assume an idedlised terrain in which the patches code the height of a surface
without any vegetation or forest cover. Stream networks are created by dropping water randomly
onto the terrain, and then treating each droplet as an agent whose heading (direction of flow) is
computed as a function of devation in its neighbourhood. Figure 7 shows two different terrain
models and stream networks generated. In the experiment, there are a number of things we can
explore. We can change the number of water droplets, the terrain surface, and the radius of
‘greedy search’ to see how stream networks change.

ABTR R T = S R

Figure 7: Stream networks created from the local interaction of agents
with their environment

The second example relates to wild fire diffusion, which has been discussed e sawhere by Resnick
(1997). Since it is very typicd in the study of environmenta systems within GIS, | brief the
example as another evidence to support the discusson. How does wild fire spread over the
fores? It depends on many factors, a criticd factor being tree dengty, i.e. if the forest is dense
enough, the fire is likely to spread over; otherwisg, it is likely to be distinguished. Therefore fire
diffuson in forests showing different tree dendties could be extremely interest to the study of the
goatid diffuson phenomena If we assume that the fire is an agent and the forest is the
environment, fire diffusion can be thought of as spatia interaction between the fire and the trees.
Simple fire behaviour can be described as.

IF acdl is surrounded by more than one tree

THEN ([fire diffuse]
ELSE [fireisdiginguished]
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Figure8: A snapshot of firediffusion in forest with density of 61%

Let's assume the tree density to be of 61% for illugtration purposes. Figure 8 shows the resulting
fire diffuson pettern. Both the watershed and the wild fire example show agan how locd
interaction gives rise to a globd pattern. Obvioudy, such examples are far from complete, since
factors such as gravity or speed of flow have not yet been consdered. Equaly, factors such as
wind or forest composition could be consdered in the fire diffuson example to achieve a more
robust mode!.

6. CONCLUSIONS

The pardle processing agent-based agpproach has shown various advantages over existing
approaches such as cell-based GIS and CA in moddling environmental and urban systems. Such
an gpproach can be used for both smulation and computation purposes. MAS provides an
exploratory platform to test hypotheses behind the space-time dynamics as well as to experiment
with ‘what-if games within complex spacetime processes, i.e. usng the computer as a
laboratory for the study of complex adaptive systems. Besides, it can be used to achieve some
computationd intengve tasks through the collective work of individud agents. Future work should
focus on removing the limitations of resctive agents, implementing the use of cognitive or
ddliberate agents and achieving their full integration into GIS.
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